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a b s t r a c t

We found that the accuracy of the phase observation in phase-shifting electron holography is strongly

restricted by time variations of mean intensity and contrast of the holograms. A modified method was

developed for correcting these variations. Experimental results demonstrated that the modification

enabled us to acquire a large number of holograms, and as a result, the accuracy of the phase

observation has been improved by a factor of 5.

& 2012 Elsevier B.V. All rights reserved.

1. Introduction

Electron holography [1] is a powerful method to accurately
observe phase images of an electron wave transmitted through
phase objects, such as electric fields [2], magnetic fields [3], or
thin specimens. The resultant accuracy of the phase (here we
mean the standard deviation from the total image area of the
resultant phase image) is directly related to the observation limit
of electron holography. Improving the accuracy is thought to be
an important work.

Many efforts have been made to improve the accuracy of the
phase observations: increasing the signal to noise ratio by
acquiring high electron density to achieve a high contrast holo-
gram [4] or by using multiple holograms [5,6], reducing the
artifact errors due to phase calculations by improving the phase
analysis algorithm [7,8], improving the Fourier-transform phase
reconstruction method [8], and developing phase-shifting meth-
ods [9–11].

We are particularly interested in a phase-shifting method
because it has a high potential to achieve a high accuracy of the
phase observation with less loss of the spatial resolution. The
phase-shifting method was developed in optical interferometry
[12], and then modified and applied to electron holography [9,10].
In the method, a number of holograms with different initial

phases are acquired by slightly changing the angle of incident
electron beam, and then the phase image of the specimen is
computed from the intensity data of these holograms. It has been
shown that the accuracy of the obtained phase image can be
greatly improved in principle by increasing the number of the
input holograms. The best phase accuracy reported so far was
0.02 rad (about 2p/300 rad) [13], where 24 holograms were
acquired and used.

Increasing the number of the input holograms will lead to a
long total exposure time, during which the interference conditions
including mean intensity (proportional to the electron counts in
the image recording plane) and contrast of the hologram fringes
should be kept unchanged. In practice, however, mean intensity
and contrast usually vary with time. For example, the fluctuation of
the current density of electron gun [14] directly causes mean
intensity fluctuation, and the time variations of the electron source
position and the biprism position [5] cause contrast variation.
In addition, since the incident beam needs to be continuously tilted
in order to change the initial phase of each hologram in the phase-
shifting method, mean intensity and contrast certainly vary
according to the tilt angle. If the conventional phase analysis
algorithms are used without considering these time variations,
calculation errors as artifacts will appear in the resultant phase
image, reducing the final accuracy of the phase observation.

In this paper, a method is reported for correcting mean
intensity and contrast variations in phase-shifting hologram
series. The effect of the correction is then demonstrated on real
data.
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2. Modification of phase-shifting electron holography

The phase-shifting method is based on obtaining and calculat-
ing a series of holograms with different initial phases. The
intensity distribution of the n-th hologram I_n(x,y)(1%n%N) can
be described by the following formula.

I_nðx,yÞ ¼ B_nð1þAðx,yÞ2

þ2Aðx,yÞUC_nUcos
2px

Tx
þ

2py

Ty
þfðx,yÞ�f0_n

� �
, ð1Þ

where, A(x,y)and f(x,y) denote the amplitude and the phase
distribution of the object wave to be observed, Tx and Ty denote
the interference fringe pitches in x and y directions, and B_n and
C_n denote the mean intensity and contrast, respectively. Term
f0_n is the initial phase of the n-th hologram, which bears
resemblance with the lateral phase of the hologram.

First, we describe how to correct the time variation of the
mean intensity term B_n. In order to evaluate the actual mean-
intensity in each hologram, a small local rectangular area in the
hologram is selected as a monitor area that contains no (or very
little) contribution from the specimen. Under these conditions,
the amplitude term A(x,y) can be considered as unity, and the
actual mean intensity term B_n in each hologram can be obtained
by averaging the intensity over all the area. Then the mean
intensity variation is corrected by dividing the original intensity
data I_n(x,y) by the obtained value B_n, i.e., Ib_n(x,y)¼ I_n(x,y)/B_n.
Thus a new series of mean-intensity-corrected hologram data
Ib_n(x,y) are obtained, which have a constant mean intensity.

Next, we describe how to correct the time variation in the
contrast C_n. We note that the contrast correction is applicable
only for phase object or weak-amplitude object observations.
Under these conditions, the amplitude term A(x,y) can be con-
sidered as unity. The two-dimensional Fourier transform of the
mean-intensity-corrected intensity distribution data in the moni-
tor area is performed for each hologram, and then a center-band
and two equivalent side bands are obtained in the complex
Fourier space [10]. Because the contrast term C_n is proportional
to the amplitude of side-band peak, the contrast C_n of each
hologram is measured from the peak value of the side-band of the
hologram. Then the contrast variation is corrected by calculating
the formula Ic_n(x,y)¼{Ib_n(x,y)-2}/C_n. Thus a new series of
contrast-corrected hologram data Ic_n(x,y) are obtained, which
have both a constant mean intensity and a constant contrast.

After these correction procedures, the phase distribution of the
object is computed by using the phase analysis algorithms
proposed by Ru et al. [10].

3. Experiments and results

In order to evaluate and demonstrate effects of the modified
phase-shifting method, we performed two experiments: first, a
vacuum field without any specimen, and second, an electric field
near a charged Si-tip, were observed. Both specimens can be
considered as pure phase objects. In the first experiment, because
no specimen information is included in holograms, the resultant
phase distribution is expected to be perfectly smooth and flat. If any
undulation distribution is observed, the undulated phase values can
be directly interpreted as the observation errors, which contain the
contributions from the following tree kinds of major error sources:
1) non-ideal beam-illumination conditions, 2) distortion in the fiber
optics of the CCD camera, and 3) ill-condition of the phase-calcula-
tion algorithms which is discussed in this paper. For simplicity here,
we assume that the former two errors are smaller than the last one,
and so we consider that the resultant errors are mainly caused from
the calculation algorithms. By comparing the error levels with
mean-intensity corrections and/or contrast corrections to those
without any correction, we can check the correction performances.

Holograms were formed by using Hitachi HF-3000X and
HF- 3300X transmission electron microscopes (Hitachi High-Tech-
nologies Co., Japan) equipped with a cold field-emission gun
operated at 300 kV. A double-biprism method [15] was used to
form the holograms and to reduce the Fresnel diffraction at the
electron biprism. A charge-coupled device camera (ORIUSTM SC200,
Gatan Inc., USA) with 2048�2048 pixels was used with a binning
factor of 4 to acquire the holograms. The hologram image width was
1600 nm related to the object plane. Because a hologram image is
sampled by 512 pixels, the spatial resolution in the reconstructed
phase image was limited to 3.125 nm. The initial phase of each
hologram was changed by tilting the incident beam [9]. The total
amount of the beam tilt was about 0.0001 rad and the total amount
of the initial phase change was about 6p rad (three fringe cycles).
The fringe spacing was 24 pixels/fringe related to the CCD plane and
32 nm/fringe related to the object plane. The exposure time of each
hologram was 10 s, 160 holograms with different initial phases were
obtained, and the total hologram recording time including the beam
tilt adjusting time and the data transfer time was 1 h. The phase
analysis computations were performed by using the ‘‘Phase Analysis
Software’’ developed by Microphase Co., Ltd (Tsukuba, Japan) based
on phase-shifting algorithms [10].

One of the hologram images is shown in Fig. 1(a), and the time
variations of mean intensity and contrast of these 160 holograms
were measured and shown in Fig. 1(b) and (c), respectively. From
the graphs of Fig. 1(b) and (c), we can see that the ratio of the

Fig. 1. (a) One of the acquired 160 hologram images, (b) the line profile of the mean intensity variation, (c) the contrast variation measured from these 160 holograms.
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variation of the mean-intensity is much larger than that of the
contrast, indicating that the mean-intensity correction is more
important than the contrast correction. To show these correction
effects quantitatively, the phase distributions reconstructed
from the hologram data with and without corrections were
obtained and shown in Fig. 2 with blown-up gray-scale levels.
Fig. 2(a) shows the phase image reconstructed without any
correction, Fig. 2(b) shows that with only mean-intensity correc-
tion, and Fig. 2(c) shows that with both mean intensity and
contrast corrections. Because the double-biprism system was used,
Fresnel fringes due to biprism diffraction, which usually have
undulated fringe contrast, are hardly recognized in Fig. 1(a), and
the phase errors caused from the Fresnel fringes are also not
recognized in Fig. 2. Line profiles corresponding to these recon-
structed phase distributions along the lines (as marked in Fig. 2)
perpendicular (right side) and parallel (left side) to the interference
fringes are shown in Fig. 3. In the case that no corrections were

performed as shown in Fig. 3(a), the resultant phase profile
perpendicular to the fringes has much larger periodical errors than
that parallel to the fringes. This kind of artifact errors is usually
observed when the interference conditions, such as mean intensity,
contrast, initial phase, fringe pitch, and Fresnel diffraction at the
electron biprism, did not meet to the conditions required from the
conventional phase-shifting method. The pattern of the artifact
errors is known to be similar to the original hologram fringe
pattern, so that a periodical fringe-like error pattern is usually
observed. In the case that no corrections were performed, a phase
accuracy, defined by the standard deviation of the phase values
over the entire area of the reconstructed phase image [5,7], was
70.02132 (about 2p/300 rad). Fig. 3(b) shows the results obtained
with only mean-intensity correction. The errors in the perpendi-
cular to the fringes markedly decreased. The phase accuracy with
mean-intensity correction was 70.00464 (about 2p/1300 rad),
which is 4.5 times better than those obtained without corrections.

Fig. 2. Reconstructed phase images with blown-up gray levels. (a) No correction was performed, (b) only mean intensity correction was performed, and (c) both mean

intensity and contrast corrections were performed. Lines drawn in the pictures denote the directions of line profiles shown in Fig. 3.

Fig. 3. Line profiles of reconstructed phase images in vacuum area. Data for parallel to fringes was shown on the left side and data for perpendicular to fringes was shown

on the right side. (a) Data without mean-intensity and contrast corrections. In the perpendicular direction, periodical artifact appeared. In the parallel direction, phase

value deviates from 0 rad due to the artifact in the perpendicular direction. The phase noise, defined by standard deviation of the resultant errors over the entire area of the

reconstructed phase image, was 70.02132 rad. (b) Data with only mean-intensity correction. The phase noise was 70.00464 rad in the perpendicular direction, whereas

in the parallel direction, phase value was approached 0 rad. (c) Data with both mean-intensity and contrast correction. The artifact was removed. The phase noise was the

same for both directions, i.e., 0.00416 rad.
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Fig. 3(c) shows the results obtained with both mean intensity and
contrast corrections. The periodical artifact errors in the phase
profile perpendicular to the fringes almost vanished. The phase
accuracy was 0.00416 (2p/1500 rad), which is almost 5 times
better than that without corrections.

In the specimen-less experiment, we have confirmed that the
correction procedures basically reduced the artifact errors and
improved the accuracy of the phase observation. In order to
demonstrate a good performance for practical specimen, we
observed an electric field near a charged Si-tip; this is also a pure
phase object.

Fig. 4 shows schematic diagram of the Si-tip specimen setting.
In order to reduce phase changes due to a contact potential, a
voltage of �2.6 V was applied to the Si-tip.

The experimental conditions were the same as described
above, except that the total number of the acquired holograms
was increased to 600 and the fringe pitch was 8 pixels (40 nm).

Fig. 5(a) shows a hologram of the specimen, in which the Si-tip
is located at the upper left corner of the hologram. A monitor area
denoted by a red rectangle was selected and used to measure the
mean intensity B_n and contrast C_n variations, with the results of
B_n¼720770 electrons/pixel and C_n¼2071.3%.

Fig. 5(b) shows the reconstructed phase image with a color
map and Fig. 5(c) shows a line profile along the white line AB in
Fig. 5(b). An exponentially decreasing phase profile outside the
Si-tip region was observed, which is proportional to the electric
field from the charged Si-tip. An exponential fitting [16] was
performed on the experimental phase profile and the obtained
fitted line profile in blue is shown in the upper graph of Fig. 5(d).
The difference between the experimental curve and fitted curve
shown in the bottom graph of Fig. 5(d) is considered as phase
error fErr. The phase accuracy defined by the standard deviation
of these errors [5,7] was 0.00145 (2p/4340 rad).

4. Discussions

We have shown that the modification algorithm described in
this paper improved the phase accuracy by a factor of 5. Although

the algorithm was quite simple, it was effective for reducing
periodic artifact errors due to the variations in mean intensity and
contrast.

Fig. 4. Experimental setting of Si-tip. The shape of Si-tip was 4 mm in length,

70 nm in thickness, and 200 nm in curvature radius. To reduce the phase shift due

to contact potential, a voltage of �2.6 V was applied to the Si-tip.

Fig. 5. Hologram and reconstructed phase image of near the Si-tip with mean-

intensity and contrast corrections. The phase shift of reconstructed image is

averaged over a 7�7 pixels area. (a) Hologram. The Si-tip locates at the upper left

corner. Red rectangle area is used to measure the mean-intensity and contrast

variations. (b) Reconstructed phase image with a color map. (c) The line profile

along the line AB denoted in Fig. 5(b). (d) Upper graph shows the line profile and

fitting curve for the position between 3 and 5 mm for the origin. Lower graph

shows profile of the phase errors fErr, defined by the difference between

experimental data and the fitting curve data. (For interpretation of the references

to color in this figure legend, the reader is referred to the web version of this

article.)
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However, there are still important problems remaining in the
modified method. In experiments described in this paper, only
phase objects were used as specimens, so that a monitor area can
be selected to measure the mean-intensity and contrast varia-
tions. In most cases, however, specimens to be observed may have
an amplitude distribution. If the amplitude distributes over all
area of the holograms, further improvements of the modified
method are necessary, because the selection of a monitor area
will become much difficult.

5. Conclusion

In the phase-shifting method using a large number of holograms,
we found that the time variations of mean intensity and contrast in
the holograms were a significant cause of artifacts (calculation error)
in reconstructed phase image, and that the artifact was a major
factor for reducing the accuracy of the phase result. We developed a
modified method to reduce artifacts due to those variations. The
mean intensity and contrast values were measured from each
obtained hologram data, and the variation values were replaced by
average values to rebuild a new series of hologram data with
variation-free mean intensity and contrast values. By applying the
conventional phase-shifting algorithms to the corrected hologram
data, the artifact in the reconstructed phase image was greatly
removed, and the phase accuracy was improved by a factor of 5.
We believe that this method will lead to realize a much better
observation method of electron phase shifts within 2p/1000 rad.
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